ANSWERS TO CHAPTER 1 EXERCISES

2. Your friends memory of his complexion being cleared up may be inaccurate. In addition,

It may have been a coincidence that your friend’s complexion cleared up, other changes in your friend’s life (e.g., getting older, better hygiene) may have affected this, and, even, if giving up chocolate reduced your friend’s acne, we do not know whether that would reduce everyone’s acne.

4. No set answer for the first part. However, for the second part, you should note that operational definitions help psychology to 
a. be objective because they provide objective definitions of terms.

b. make testable statements because they allow us to define our concepts in specific and observable terms.

c. be public because operational definitions define terms in publicly observable ways. These “recipes” can be shared.

d. be productive because the operational definition provides a recipe that other scientists can follow to repeat and build on the original researcher’s study.

6. Objectivity: The accuracy of these “self observations” could not be verified by other observers. 
8. Iridology may have the following characteristics of science: finds general rules, is open-minded, and is creative. Iridology definitely does not have these characteristics of science: collects objective evidence (because different practitioners are giving the same patient different diagnoses), adopts a skeptical attitude (e.g., some practitioners don’t try to verify their diagnoses), and is public (they hold secret, closed door seminars). Because it lacks these qualities of science, it can’t be productive. 

 ANSWERS TO CHAPTER 2 EXERCISES

2. The professor asks a student, “Do you have any questions?” The student says, “No.” Consider the following conclusions that the professor might make from the student’s response.

a. If the professor concludes that the student understood the lecture perfectly, which validity (construct, internal, or external) should be questioned?

b. If the professor concludes that therefore none of the students would have a question, which validity (construct, internal, or external) should be questioned?

c. If the professor concludes that the student is saying “no” because of the new way the professor explained a concept, which validity (construct, internal, or external) should be questioned?
4.
Match the threat to the type of validity.

__c__ construct validity
 
__b___ external validity      

__a___ internal validity
  
6.  Is it ethical to treat a patient with a method that has not been scientifically tested? 

You could argue that it is unethical to give patients an unproven treatment.  

 Why or why not?

People are coming to  (and paying) the therapist for help. If the therapist's “help” has not been tested, it may produce real harm—or prevent the patient from getting treatment that has been proven to be effective. Some would argue that if you are using an unproven treatment, you should at least tell clients that the treatment is unproven and you should not charge them for such treatments.
Is it ethical to withhold a treatment that is believed to work in order to find out if it does indeed work? Why or why not?

You could argue that it is ethical to withhold a treatment that is believed to work because you do not yet know if it works or not.  That is, you should not give the treatment until you are sure that it does indeed work.
8. For most of these shows, it seems that the following principles have been violated (for a list of these principles, see Box 2.1). 

a. Participants should know the risks of participating and they should know about any unpleasant events that might occur because knowing about those events might cause them to choose not to participate.

b. Participants should know that they can quit the study at any point without penalty.

c. Participants have the right to confidentiality.

d. Investigators should try to anticipate all possible risks to participants and take steps to prevent these potential problems from occurring. (In televised shows, we have seen cases where an injury seemed to  occur or a person divulged information that might cause that person to lose a friend or a job).

e. Investigators should probe participants for signs of harm and take steps to undo any harm detected.

f. Investigators should explain the purpose of the study (difficult to do because there is no purpose except to get high enough ratings to stay on the air) and answer any questions participants may have. 

10. As explained below, none of these are legitimate excuses. 

a. You are responsible for your own behavior. You should know and obey the APA ethical code.

a. According to the APA ethical standards, you are responsible for your assistant’s behavior. 

b. It is your job to find out whether the participant is upset. During debriefing, you should search for signs of harm and try to undo that harm. 

c. You were supposed to let participants know about any unpleasant events that they might experience in the study before they agreed to participate. They might not have volunteered to be in your study if they had known they were going to get electrical shocks.

d. You are supposed to anticipate possible risks to participants. If a loved one has committed suicide, asking questions about suicide could be upsetting.

e. You are supposed to anticipate possible risks and devise a plan to deal with problems. At the very least, you could have taken the participant to the counseling center.

f. Under the APA ethical code, both human and animal participants have rights.

ANSWERS TO CHAPTER 3 EXERCISES
2. Look up a research study that tests a common sense notion or  proverb.  What is the title of the article?  What are its main conclusions? 

No set answer.
4. According to dissonance theory, what is an important variable that mediates attitude change? 

The feeling of tension called dissonance.
6. Describe the relationship between moderator variables and external validity.

To the extent that there are moderator variables (variables that moderate the relationship between two variables), it limits that relationship’s external validity. For example, a relationship that exists when the moderator variable is not present may be non-existent or reversed when the moderator variable is present. 

8. Design a study to test the generalizability of the findings of the study reported in Appendix B. No set answer.
ANSWERS TO CHAPTER 4 EXERCISES


2.
What are the main strengths and weaknesses of the study you critiqued?

No set answer. 


4.
Design a systematic replication based on the study you critiqued. Describe your study. Why is your systematic replication an improvement over the original study?

No set answer. 

      6. Evaluate the conclusions of these studies. Then, recommend changes to the study.



a. A study asked teens whether they had taken a virginity pledge and found that those who claimed to have taken a pledge were more likely to abstain from sex than those who claimed not to have taken that pledge. The researchers conclude that abstinence pledges cause students to abstain from sex.

1. The teens who decide to take a virginity pledge may differ from those who choose not to take such a pledge.

2. Teens who kept their pledge may be more likely to remember that they made such a pledge than teens who did not keep their pledge.

3. Teens who made a pledge may state that they kept their pledge even though they did not keep their pledge.



b. A study finds that teens, after completing a three-year, voluntary, after-school abstinence education program, are better informed about the diseases that may result from sex. The researchers conclude that abstinence pledges cause students to abstain from sex.

1. During a three-year period, even without a program, teens could have learned something about diseases that may result from sex during those three years.

2. The teens may be better informed, but that does not mean they were more likely to abstain from sex.
3. If teens in the program were more likely to abstain from sex, that abstinence might be due to the three-year after-school program rather than the pledge. 
ANSWERS TO CHAPTER 5 EXERCISES

2. What are the two primary types of subject bias?  The two types of subject bias are social desirability bias and obeying demand characteristics. 

What are the differences between these two sources?

 With social desirability, participants try to make themselves look good. With obeying demand characteristics, participants try to make the researcher look good by giving the researcher the results that will support the hypothesis.

4. Given that IQ tests are not perfectly reliable, why would it be irresponsible to tell someone his or her score on an IQ test?
People tend to think that their IQ is exactly the same as their test score. Thus, if told their IQ score was 97, they would tend to think of their IQ as being exactly 97. However, scores have random error. Thus, someone who scored 97 one day might score 105 the next.

6.

Swann and Rentfrow (2001) wanted to develop a test “that measures the extent to which people respond to others quickly and effusively.” In their view, high scorers would tend to blurt out their thoughts to others immediately and low scorers would be slow to respond.

a.
How would you use the known-groups technique to get evidence of your measure’s construct validity?


You could see whether car salespeople scored higher than librarians.  

b. What measures would you correlate with your scale to make the case for your measure’s discriminant validity? Extraversion, social desirability

Why?


Extraversion: Your claim is that your measure is doing something other than measuring outgoingness. Social desirability: It is usually good to show that you are not just measuring a response bias.

In what range would the correlation coefficients between those measures and your measure have to be to provide evidence of discriminant validity? Why?


For extraversion, you would be satisfied with a correlation between .3 and .7. You expect that the trait would be related to extraversion. Thus, you would expect your measure to correlate with a measure of extraversion, but you would certainly want it to be below .8—otherwise, it may just be a measure of extraversion. For social desirability, you would like a correlation around 0 (in the -.2 to +.2 range) because you do not think that your trait is related to social desirability.  If your trait is not related to social desirability, your measure of that trait should not be related to social desirability.

c.  To provide evidence of convergent validity, you could correlate scores on your measure with a behavior typical of people who blurt out their thoughts. What behavior would you choose? Why?

Interrupting others, talking during movies, or responding to rude behavior—because people who blurt out their thoughts might not be able to help themselves from interrupting others, talking during movies, or responding to rude behavior.
8. Think of a construct that you would like to measure.

a. Name that construct—No one right answer
b. Define that construct

Definition should be drawn from a dictionary, psychological dictionary, or theory

c. Locate two published measures of that concept (see Web Appendix B).

No one right answer.

d. Develop a measure of that construct.

e. What could you do to improve or evaluate your measure’s reliability? 

· use machines to record behavior
· simplify the observer's task

· train and motivate observers

· provide clear-cut guidelines on scoring

· re-check observer's ratings

· standardize the way the measure is administered

· calculate a test-retest reliability coefficient

f. If you had a year to try to validate your measure, how would you go about it? (Hint: Refer to the different kinds of validities discussed in this chapter.) 

Validation strategies would include

· Assessing measure's reliability

· Assessing convergent validity

· Assessing discriminant validity

· Assessing content validity
g. How vulnerable is your measure to subject and observer bias? Why? Can you change your measure to make it more resistant to these threats? 

To make the measure less vulnerable to subject bias

Prevent participants from knowing what behavior is being observed by

· observing them in a “non-research” setting 

· using unobtrusive observation

· using unobtrusive measures

· using unexpected measures

Prevent participants from knowing what concept you are trying to measure by

· using disguised measures

· overwhelming participants with measures

Use behaviors that participants won't readily change by using

· physiological measures

· important behavior

To make the measure less vulnerable to observer bias

· Don't use human observers—use machines instead. 

· If you must use human observers, make them “blind” measures)

· Reduce memory biases by permanently recording the behavior

· Re-check observer's ratings 

· Clearly define the rating categories

· Train and motivate raters

· Use only the raters who were successful during training
10. Think of a factor that you would like to manipulate.

a. Define this factor as specifically as you can. 

No one correct answer.
b. Find one example of this factor being manipulated in a published study. Write down the reference citation for that source. 
No one correct answer.
c. Would you use an environmental or instructional manipulation? Why?

No one correct answer.
d. How would you manipulate that factor? Why? 

Answer should focus on 
· standardization

· reducing experimenter bias

· reducing subject biases, including the use of a placebo treatment

· consistency with theoretical definitions of the construct

· evidence that the manipulation is effective, such as the results of manipulation checks from other studies

e. How could you perform a manipulation check on the factor you want to manipulate? Would it be useful to perform a manipulation check? Why or why not?

There is no one answer to how to perform the manipulation check. However, there are clearer answers to the next two questions. Generally, it is a good idea to perform a manipulation check because one should not simply assume that a manipulation was interpreted the way that we wanted it to be interpreted. The manipulation check provides evidence that the treatment is valid (if it is) and may tell you where your study went wrong (if the treatment manipulation is not valid). Thus, if the study doesn't support the hypothesis, the manipulation check may help in determining whether it was the hypothesis or the manipulation that was faulty.  

ANSWERS TO CHAPTER 6 EXERCISES

2. List the scales of measurement in order from least to most accurate and informative.

Nominal, ordinal, interval, and ratio.

4. Assume that facial tension is a measure of thinking.

a. How would you measure facial tension?

Facial tension could be measured as the amount of lines a person gets on his/her face during times of stress or by measuring electrical activity of facial muscles.

b. What scale of measurement is it on?  Why?

You might assume that it is an ordinal scale (more tension means more thinking). Certainly, it would not be safe to assume that you had a ratio scale (twice as much tension means twice as much thinking). Indeed, it would probably not be safe to assume that you had an interval scale (that there is a perfect relationship between increases in tension and increases in thinking).

c. How sensitive do you think this measure would be?  Why?

The measure of lines on the face might not be sensitive (there would be a small range of scores and some random observer error). However, the measure of electrical activity in the facial muscles might be extremely sensitive. 

6. In an ideal world, car gas gauges would be on what scale of measurement? Why? 

Ratio. You would want the best measurement possible. It would be nice to know that if you registered having half a tank you really had half a tank.

In practice, what is the scale of measurement for most gas gauges? Why do you say that?

Ordinal. You know that if your gauge registers full, it has more gas than if it registers half-full. So, your gas gauge does tell you something about quantity. Therefore, it’s not nominal.  However, gas gauges tend to go down slowly until they register about half-full and then quickly thereafter. That is, it isn’t an equal-interval scale, so it can’t be interval or ratio.

 ANSWERS TO CHAPTER 7 EXERCISES

2. Steinberg & Dornbusch (1991) also reported that the correlation between hours of employment and interest in school was statistically significant. Specifically, they reported that r(3,989)= -.06, p <.001. [Note that the r (3,989) means that they had 3,989 participants in their study.] Interpret this finding.

The more hours students worked, the less likely they were to be interested in school. However, this effect was extremely small and is only significant because the researchers, by using almost 4,000 participants had an extremely powerful design. The effect is so small that for practical purposes it is meaningless. Put another way, the coefficient of determination is only .0036, meaning that the relationship explains almost none (0.0036 is not that far from 0.00) of the variation in interest in school.
4. In the same study, sex was coded as 1= male, 2= female. The correlation between sex and aerobic fitness was -.58,  which was statistically significant at the p<.01 level.

a. In this study, were men or women more fit?

Men were more aerobically fit.
b. What would the correlation have been if sex had been coded as 1= female and 2= male? 

+.58.

c. From the information we have given you, can you conclude that one gender tends to be more aerobically fit than the other? Why or why not?

No, because you do not know if the sample of men and women were a representative random sample of all men and women. 
6. A physician looked at 26 instances of crib death in a certain town. The physician found that some of these deaths were due to parents suffocating their children. As a result, the physician concluded that most crib deaths in this country are not due to problems in brain development, but to parental abuse and neglect. What problems do you have with the physician's conclusions?

First, the physician generalized from a small and limited sample to the entire country. Second, the physician made an inference about the percentage of instances in a larger population (that most crib deaths are due to parental neglect) without doing any statistical test of this assertion. 
 ANSWERS TO CHAPTER 8 EXERCISES 

2. . Open-ended.

4.

	Question

Format
	Advantages
	Disadvantages

	Nominal-

Dichotomous
	• Easy to answer

• Easily and objectively 

  scored 

• High reliability
	• Participants  may dislike

• Participants’ viewpoints may not be represented

• Provides only ordinal data

• Deprives study of power because (1) measure is insensitive and (2) may require use of less powerful statistical techniques. 

	Likert-type
	• Easy to answer

• Easily and objectively  scored 

• High reliability

• Sensitive

• Provide interval data 

• Can be analyzed with powerful statistical tests

• Potential for summating scores
	• Participants 

  may resist 

  fixed-response 

  format 

	Open-ended
	• Allows participants freedom to respond as they choose

• Good for exploratory research 
	• Time-consuming to answer

• Time-consuming to score

• Hard to score objectively.


6. Open-ended.

8. A former president of the Association for Psychological Science wrote, “sampling ain’t simple” (Gernsbacher, 2007, p. 13). Explain why that is a true statement. 

Defining the population is often not easy. For example, how would you define the population of “voters in the next election”? Once you define the population, contacting a random sample of those people might not be easy. Finally, not everyone you contact will be willing to complete the survey. 

What questions would you ask of a sample to determine how much to trust that sample?

What was their intended population? How did they define it? Did they take a reasonably large random sample of that population? Of the people they contacted, what percentage completed the study? 

10.
Why might having participants sign informed consent statements (a statement that they had been informed of the nature of the study, the risks and benefits of the study, the participants’ right to refuse to be in the study, the participants’ right to quit the survey at any point, and the participants’ right to confidentiality) make a survey research study less ethical? (Hints: Under what circumstances does the APA ethical code not require informed consent for surveys [see Appendix D]? Under what circumstances would requiring informed consent reduce the value of the survey without providing any benefits to participants?)

If the survey is anonymous, innocuous, and doesn’t elicit sensitive information from participants, informed consent is not required. Filling out the informed consent form might make the study less ethical by making the participants’ involvement in the study less confidential and more time-consuming without providing any benefits to the participant.
ANSWERS TO CHAPTER 9 EXERCISES

2. In all of the following cases, the researcher wants to make cause-effect statements. What threats to internal validity is the researcher apparently overlooking?

a. Employees are interviewed on job satisfaction. Bosses undergo a three week training program. When employees are re-interviewed a second time, dissatisfaction seems to be even higher. Therefore, the researcher concludes that the training program caused further employee dissatisfaction.

History—other events besides the training program have happened in the past three weeks. For example, layoffs or salary cuts could have occurred.

Instrumentation​​​—The interviewer may have developed more rapport and been more direct in the second interview. Thus, the second time around, the measure was not the same and not administered the same way.
b. After completing a voluntary workshop on improving the company's image, workers are surveyed. Worker who attended the workshop are now more committed  than those in the "no-treatment" group who did not make the workshop. Researcher's conclusion: The workshop made workers more committed.

Obvious selection problem—even before the workshop, volunteers were probably more committed than non-volunteers.

c. After a 6-month training program, employee productivity improves. Conclusion: Training program caused increased productivity.

Maturation: New workers might have naturally improved their skills

over that period. 

History: Other events (a new incentive system, a better supervisor, better technology) that happened over the last six months could be responsible for the rise in productivity.

Regression: Would be a likely problem if training was instituted because productivity was at an all time low. 

Mortality: Poorer workers may have left the company.

d. Morale is at an all-time low. As a result, the company hires a "humor consultant." A month later, workers are surveyed and morale has improved. Conclusion: The consultant improved morale.

Regression is the most likely suspect.

Also likely are

Mortality (unhappy people leaving)

History (management making other changes)
e. Two groups of workers are matched on commitment to the company. One group is asked to attend a two-week workshop on improving the company’s image, the other is the no-treatment group. Workers who complete the workshop are more committed than those in the “no-treatment” group. Researcher’s conclusion: The workshop made workers more committed.

Selection (not all workers who are asked will go) and mortality (people dropping out) are prime suspects.

4. How could a quack psychologist or doctor take advantage of regression toward the mean to make it appear that certain phony treatments actually worked? 

If the quack takes people who are feeling unusually bad, those people will tend to improve on their own. That is, they will naturally rebound to their normal levels of health or happiness and the quack can take the credit. 

Why should a baseball team’s general manager consider regression toward the mean when considering a trade for a player who made the All-Star team last season?

Obviously, things went well for the player that year: no injuries and no really bad breaks. Next year, the player may not be so lucky. 

6. Suppose a memory researcher administers a memory test to a group of residents at a nursing home. He finds a group of grade school students that score the same as the older patients on  the memory pretest. He then administers an experimental memory drug to the older patients. A year later, he gives both groups a posttest.

a.
If the researcher finds that the older patients now have a worse memory than the grade-school students, what can the researcher conclude? Why?

Nothing—the results could be due to a selection by maturation interaction due to the school children's memories improving and the older patients' memories naturally staying the same or declining slightly.

          b. If the researcher finds that the older patients now have a better memory than the grade 

school students, what can the researcher conclude? Why?

The researcher might have an easier time concluding that the drug improves memory because the difference is opposite of what would be expected on the basis of selection by maturation interactions. However, history effects are still possible (if other interventions are going on at the nursing home) and regression might be possible (if the children selected had unusually high scores for their grade level). 

8. What is the difference between


a.  testing and instrumentation?

The difference between testing and instrumentation is that in testing participants may remember things from the previous test and therefore score higher, whereas in instrumentation, the actual measuring instrument changes or the way it is administered changes.

b. history and maturation?

History refers to changes due to events in the participant's environment  (other than the treatment).

Maturation refers to changes due to biological changes in the participant. 

10. What is the difference between internal and external validity? 

Internal validity refers to whether you can make the statement that, in a given study, with these participants, the treatment caused an effect.

External validity refers to whether you can  generalize what you discovered in a particular study to other people, situations, and times.

 ANSWERS TO CHAPTER 10 EXERCISES

2. Participants are randomly assigned to meditation or no meditation condition. The meditation group meditates three times a week. The meditation group reports being significantly more relaxed than the no meditation group. 

a. Why might the results of this experiment be less clear-cut than they may first appear?

There is a construct validity problem. The meditation group may feel more relaxed because of a placebo effect or they may simply report being more relaxed because they think that is what the experimenter wants them to say. In addition, it may be that the tense people dropped out of the experimental group because they were unable or unwilling to keep to the schedule of meditating three times a week. 

b. How would you improve this experiment?

The experiment could be improved by improving the control group. For example, the control group might be assigned to keep to a schedule where they would listen to classical music three times a week. Alternatively, they might be asked to keep to a schedule where they would have “quiet time” three times a week. 

4. A training program significantly improves worker performance. What should you know before advising a company to invest in such a training program?

You should know  how big the difference was. A statistically significant difference may not be big enough to be worth paying for. 

6. Students were randomly assigned to two different strategies of studying for an exam. One group used visual imagery, the other group was told to study their normal way. 

The visual imagery group scored a 88% on the test as compared to a 76% for the control group. This difference was not significant. 

a. What, if anything, can the experimenter conclude?

Nothing—null results are inconclusive.

b. If the difference had been significant, what would you have concluded? What changes in the study would have made it easier to be sure of your conclusions?

Imagery seems to improve recall. We would be more confident of our conclusions if they hadn't used an “empty control group.” Ideally, the control group would have gotten some placebo-type treatment (a lecture on the importance of studying).  

c. "To be sure that they are studying the way they  should, why don't you have the imagery people form one study group and have the control group form another study group." Is this good advice? Why or why not?

This is bad advice because that would mean violating independence.

d. "Just get a random sample of students who typically use imagery and compare them to a sample of students who don't use imagery. That will do the same thing as random assignment" Is this good advice? Why or why not?

This is bad advice. Random sampling is very different from random assignment. People who typically use imagery may differ from people who don't typically use imagery in a wide variety of ways. They are probably more visual thinkers and may do better in art, architecture, geometry, and chemistry than people who do not typically use imagery.

                     e. “Setting up the room for different condtions takes time…let’s just run all the  control group participants in the afternoon…” This is bad advice because it would introduce another systematic difference between the groups: time of testing. 

8. Gerald randomly assigned participants to receive their test on either yellow or blue paper. Gerald's dependent measure is the order in which people turned in their exam (1st, 2nd, 3rd, etc.). Can Gerald use a t-test on this data? Why or why not? What would you advise Gerald to do in future studies?

Gerald should not use a t test because he has  ordinal data. Because he has ordinal data, computing means for the control group and the experimental group (a first step in doing a t test) would be misleading. Next time, Gerald should record at what time people turned in their exam. Then, Gerald would have data that were at least interval.

10. Are the results of  experiment A or experiment B more likely to be significant? Why? 

	EXPERIMENT A

	EXPERIMENT B


	CONTROL GROUP
	EXPERIMENTAL GROUP
	CONTROL GROUP
	EXPERIMENTAL GROUP

	3
	4
	3
	4

	4
	5
	4
	5

	5
	6
	5
	6

	
	
	3
	4

	
	
	4
	5

	
	
	5
	6

	
	
	3
	4

	
	
	4
	5

	
	
	5
	6


Experiment B because it is based on more participants. Having more participants allows random error more opportunities to balance out. Consequently, with more participants, a moderate difference between the groups is less likely to be due to chance alone. When we do the calculations, we find that for Experiment A t(4) = 1.225, which is not significant, and that for Experiment B, t (16) = 2.449, which is significant.

 ANSWERS TO CHAPTER 11 EXERCISES

2. Suppose people living in homes for the elderly were randomly assigned to two groups:  a no treatment group and a transcendental mediation (TM) group.  Transcendental mediation involves more than sitting with eyes closed.  The technique involves both a "mantra, or meaningless sound selected for its value in facilitating or settling down process and a specific procedure for using it mentally without effort again to facilitate transcending" (Alexander, Langer, Newman, Chandler, & Davies, 1989).  Thus, the TM group was given instruction in how to perform the technique, then "they met with their instructors 1/2 hour each week to verify that they were mediating correctly and regularly.  They were to practice their program 20 minutes twice daily (morning and afternoon) sitting comfortably in their own room with eyes closed and using a timepiece to ensure correct length of practice."  (Alexander, Langer, Newman, Chandler, & Davies). Suppose that the TM group performed significantly better than other groups on a mental health measure. 

a. Could the researcher conclude that it was the transcendental meditation that caused the effect? 

No, because the control group was an empty control group.

b. What besides the specific aspects of TM could cause the difference between the two groups?

The extra attention the TM group received, the structure of a routine that was imposed on the TM group, as well as the fact that those who weren't able to learn the TM technique or who didn't continue to apply the technique would be dropped from the study. Thus, people may be dropping out of the experimental group, but not out of the control group. 
c. What control groups would you add?

A group that had to undergo some training (e.g., critical thinking) and would have to practice what they had learned twice a day and meet with their instructors once a week.
d. Suppose you added these control groups and then got a significant F for the treatment variable? What could you conclude? Why? 

Conclusion: That at least one of the groups differ from the others. In other words, at least one of the treatments had an effect. However, we would not be able to say which groups differed from each other until we did a post hoc test.

4. Assume a researcher is looking at the relationship between caffeine consumption and sense of humor.

a. How many levels of caffeine should the researcher use? Why? 

At least three because the relationship might be nonlinear. For example, people might have little sense of humor with no caffeine (they're not awake) and little with an extreme amount of caffeine (they are too hyped up and irritable), but a good sense of humor under moderate levels of caffeine. Using three or more levels of  caffeine would allow us to detect some nonlinear trends and help us make predictions about the effects of levels of caffeine that we had not directly tested.
b. What levels would you choose? Why?

Three to four levels. A no caffeine group, a low caffeine group, a moderate caffeine group, and a high caffeine group. Make sure that the amounts of caffeine are evenly spaced (e.g., 0 mg., 20, 40, 60, 80) so that trend analyses can be performed. 

c. If a graph of the data suggests a curvilinear relationship, can the researcher assume that the functional relationship between the independent and dependent variable is curvilinear? Why or why not? 

No—the researcher do a post hoc trend analysis to make sure the observed pattern is reliable.
d. Suppose the researcher used the following four levels of caffeine: 0 mg., 20 mg., 25 mg., 26 mg. Can the researcher do a trend analysis? Why or why not?

No—the levels are not evenly or proportionately spaced. 
e. Suppose the researcher ranked participants based on their sense of humor. That is, the person that laughed least got a score of "1", the person who laughed second least got a "2", etc.  Can the researcher use this data to do a trend analysis? Why or why not?

No—you need at least interval scale measurement to do a trend analysis. Ranked data is only ordinal.  
f. If a researcher used 4 levels of caffeine, how many trends can the researcher look for?  
 
  

3 (one less than the number of levels)

What is the treatment's degrees of freedom?

3 (one less than the number of levels)
g. If the researcher used 3 levels of caffeine and 30 participants, what are the degrees of freedom for the treatment?

2 ( treatment df  = G (number of groups) -1.  There were 3 groups, so 3 [groups] - 1 = 2)
the degrees of freedom for the error term?

27 (error df = N(number of participants) – G (number of groups). There were 30 participants and 3 groups, so 30 [participants] - 3 [groups] = 27)
h. Suppose the F is 3.34  Referring to the degrees of freedom you obtained in your answer to "g" (above) and  to the table F-3, are the results statistically significant?

No—if the significance rule is that p < .05

Can the researcher look for linear and quadratic trends?

No—if the results are not statistically significant, then the researcher cannot look for trends. 
6. A friend gives you the following Fs and significance levels. On what basis, would you want these Fs (or significance levels) re-checked?

a. F (2, 63)=.10, not significant

Even when the treatment has no effect, F's rarely tend to be zero. Instead, they are usually closer to 1.00. After all, if there is no treatment effect, then, at a conceptual level, you are dividing an estimate of error variance by another, estimate of the same error variance. Dividing anything by itself should result in a number close to 1. 

b. F (3, 85) = -1.70, not significant

Fs can’t be negative. You are dividing a square term by another squared term. 

c. F (1, 120)= 52.8, not significant

Such a large F with so many degrees of freedom would have to be significant. Indeed, according to the F table in Appendix F, the critical value of F(1,120) is 3.92.
d. F (5, 70) = 1.00, significant

Fs close to one are rarely significant. An F of one is expected even when there is absolutely no effect. Indeed, the lowest critical value of F on the entire F table in Appendix F is 1.46—and that's for an F(30, and an infinite number of degrees of freedom). 

8. Complete the following table.

	(SV)
	(SS)
	(df)
	(MS)
	F

	Treatment

(T)
	50
	5
	10
	2.5 (10/4)

	Error (E)


	100
	25
	4
	

	Total
	150
	30
	
	


ANSWERS TO CHAPTER 12 EXERCISES

2. What is the difference between

a. a simple main effect and an overall main effect?

The treatment’s overall main effect is the average of its simple main effects. 

b. an overall main effect and an interaction?

A main effect is estimated by looking at the average of a treatment’s simple main effects. An interaction, on the other hand, is estimated by looking at the differences between a treatment’s main effects. Put another way, the overall main effect emphasizes the general, average effect of a treatment, whereas the interaction emphasizes how the effect of the treatment depends on the level of another variable.

4. Suppose an experimenter looked at the status of speaker and rate of speech on attitude change. Describe the pattern of results in the following table in terms of main effects and interactions. Assume that all differences are statistically significant.

	
	Status of Speaker

	Rate of Speech
	Low Status
	High Status

	Slow
	10
	15

	Fast
	20
	25

	
	Attitude Change


Main effect for status, main effect for rate of speech, and no interaction.

6. Forty participants receive a placebo.  The other forty receive a drug that blocks the effect of endorphins (a pain-receiving substance, similar to morphine, that is produced by the brain).  Half the placebo group and half the drug group get acupuncture.  Then, all participants are asked to rate the pain of various shocks on a 1 (not at all painful) to 10 (very painful) scale.  The results are as follows:  placebo, no acupuncture group, 7.2; placebo, acupuncture group, 3.3; drug, no acupuncture group, 7.2; drug and acupuncture group, 3.3.

a. Graph the results.
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b. Describe the results in terms of main effects and interactions (making a table of the date may help).

Main effect for acupuncture; no main effect for drug; no interaction

c. What conclusions would you draw?

These results suggest that the effect of acupuncture is not mediated by endorphins. 
8. A professor does a simple experiment.  In that experiment, the professor finds that students who are given lecture notes do better than those who are not given lecture notes.  Replicate this study as a 2 X 2 factorial.  What is your second variable?  What predictions do you make?  Do you predict an interaction?  Why or why not? No set answers for this question.
10. A memory researcher looks at the effects of processing time and rehearsal strategy on memory.

	Group
	Percent correct

	Short exposure, simple strategy
	20%

	Short exposure, complex strategy
	15%

	Long exposure, simple strategy
	25%

	Long exposure, complex strategy
	80%


a. Graph these data.
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b. Describe the results in terms of main effects and interactions.

Main effect for length of exposure (long > short); Main effect for strategy (complex > simple); Interaction between strategy and exposure time
c. What is your interpretation of the findings?

Longer exposure times aid memory more than shorter exposure times. Complex strategies are better than simple ones. However, the advantage of the complex strategies only occurs when participants have more time to study. Or, to look at it another way, having more time to study material is more helpful when you are using a complex rehearsal strategy than when you are using a simple rehearsal strategy. 

ANSWERS TO CHAPTER 13 EXERCISES

2. A researcher uses a simple between-subjects experiment involving ten participants to examine the effects of memory strategy (repetition versus imagery) on memory.  

a. Do you think the researcher will find a significant effect? Why or why not?

No—too few participants to have any power. 

b. What design would you recommend?

A counterbalanced design so that the researcher could have the power of a within-subjects design and yet control for order effects.

c. If the researcher had used a matched pairs study involving 10 participants, would the study have more power? Why? How many degrees of freedom would the researcher have? What type of matching task would you suggest? Why?

Yes—the design should have more power because random error due to individual differences would be reduced, thereby making the treatment effect easier to detect.

Only 4  (one less than the number of pairs). 

A reliable, sensitive, valid memory test that would be similar to the memory test used in the real study. Ideally, we would use a test that correlated highly with the real measure. We would use such a task because we do not have to worry about deception and because it is most likely to give us accurately matched pairs  (a real concern when we only have five pairs). 

4. What problems would there be in using a within-subjects design to study the “humor-perseverance” study (discussed in question 3)? Would a counterbalanced design solve these problems?

Participants would probably figure out what the study was about, thus hurting construct validity. Also, participants might be more frustrated during the second exposure to the frustrating task (a practice effect). In addition, there might be an interesting carry-over effect of humor for participants receiving the humor/no-humor sequence: Irritability in the “no humor” condition might be due to “coming down” from laughing (if one buys opponent process theory). Not completely. However, it might be able to balance  out and measure these effects. Thus, the design might let you know that these factors were problems. 

6. Two researchers hypothesize that spatial problems will be solved more quickly when the problems are presented to participant’s left visual fields than when stimuli are presented to participant’s right visual fields (because messages seen in the left visual field go directly to the right brain which is often assumed to be better at processing spatial information).  Conversely, they believe verbal tasks will be performed more quickly when stimuli are presented to participants’ right visual fields than when the tasks are presented to participants’ left visual fields.  What design would you recommend?  Why?

A within subject design or a counterbalanced design because

the differences looked for are probably fractions of seconds, so you need a powerful design that will reduce error variance and allow you to get many observations.

The hypothesis is not so intuitive that participants are likely to guess it and play along. Therefore, sensitization is not a big problem. 

A few warm-up trials could minimize practice effects and keeping the study short would minimize fatigue effects (especially since the task is so simple). In addition, we could use counterbalancing to balance out practice and fatigue effects. 

8. You want to determine whether caffeine, a snack, or a brief walk has a more beneficial effect on mood? What design would you use? Why? How?

A between-subjects design would probably be best to avoid problems with (a) the order effects that would affect within subject designs and (b) catching on to the hypothesis (sensitization) that  would affect both matched pairs and within subject designs. This would be done simply by randomly assigning participants to groups. If you did not want to use a pure between-subjects design, you could use a mixed design in which the within-subjects variable would be before vs. after the treatment and the between-subjects variable would be caffeine vs. snack vs. the brief walk. In that case, you would be looking for a significant interaction between trials (before or after) and the treatment variable. 

10. A researcher wants to know whether music lessons increase scores on IQ subtests and whether music lessons have more of an effect on some subtests (e.g., more of an effect on math than on vocabulary) than others.

a. Would you make music lessons a between or within subjects factor? Why?

Between-subjects. It varies between-subjects in real life and there might be substantial carryover effects. 

b. Would you make subtests a between or within subjects factor? Why?

A within-subjects factor. There is little concern about order effects and it would give the study much more power. 

c. If the researcher did an analysis of variance (ANOVA) on the data, the researcher would obtain three effects. Name those three effects.

A between-subjects main effect for music lessons, a within-subjects main effect for subtests, and an interaction between subtests and music lessons. 

d. What effect would the researcher look for to determine whether music lessons increase scores on IQ subtests?

The between-subjects main effect of music lessons.

e. What effect would the researcher look to determine whether music lessons have more of an effect on math subtests than on vocabulary subtests? 

The interaction between music lessons and subtests (the music lessons X subtests interaction). 
 ANSWERS TO CHAPTER 14 EXERCISES 

2. If the study does not manipulate the treatment, which requirement of establishing causality will be difficult to meet?

Temporal precedence.
4. Compare and contrast how single-subject experiments and randomized experiments account for non-treatment factors. 

	Single-n experiments
	Randomized experiments

	1. Eliminate between subject variables by studying a single subject.
	1. Independent random assignment to be sure that irrelevant variables vary randomly rather than systematically.

	2. Control relevant environmental factors and demonstrate control of extraneous variables by establishing a stable baseline.
	2. Use tests of statistical significance to see if it is unlikely that random factors could account for the differences.

	
	


6. How do the A-B design and the pretest-posttest design differ in terms of

a. Procedure?

The pretest-posttest design uses more participants, does not attempt to develop a stable baseline, and usually exerts less control over non-treatment variables.

b. Internal validity?

Because the pretest-posttest researcher has not established a stable baseline and does not exert as much control over extraneous variables, the pretest-posttest has less internal validity than the A-B design. 
8. Design a quasi-experiment that looks at the effects of a course on simulating parenthood, including an assignment that involves taking care of an egg, on changing the expectations of junior-high school students about parenting. What kind of design would you use? Why?
A randomized experiment would probably be the best choice because it is (a) feasible and (b) would have internal validity. The next best choice would probably be a time-series design with a control group because the control group might be able to rule out some of the history effects. A time-series design without a control group would be better than a pretest-posttest design because it could better estimate the effects of maturation. However, a pretest-posttest design would be better than a nonequivalent control group design because the nonequivalent control group is so vulnerable to selection. 
10. According to one study, holding students back a grade harmed students. The evidence: students who had been held back a grade did much worse in school than students who had not been held back.

a. Does this evidence prove that holding students back harms their performance? Why or why not?

No—there is a strong possibility that those who were held back differ in certain ways from those who were not held back.

b. If you were a researcher hired by the Dept. of Education to test the assertion that holding students back harms them, which of the designs in this chapter would you use? Why?

A time series design would be inadequate because dropping out could reflect some historical force (better employment opportunities). A nonequivalent control group would not be adequate because the groups are different to begin with. Therefore, you should use a two-group time series design. To make your “held back” group and “not held back” groups as equivalent as possible, you might

· attempt to match on key variables, such as IQ and attendance.

· hope that you could find a district where students were held back according to some rule (scored below 50% on a standardized test). Then, you might compare those who were just above the cut-off (50-51%) to those who were just below (49-50%).

· hope that different districts had different cut-off points so that you could compare 50% scorers who were held back against 50% scorers who advanced.
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